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Abstract

Real-time automated drone-based crack detection can be used for efficient
building damage assessment. This paper proposes an automated real-time crack
detection method based on a drone. Using a lightweight classification algorithm,
a lightweight segmentation algorithm, a high-precision segmentation algorithm,
and a crack width measurement algorithm, the cracks are classified, roughly
segmented, finely segmented, and the maximum width is extracted. A crack
information-assisted drone flight automatic control algorithm for automatic
crack detection guides the drone toward the crack position. The effectiveness
of the crack detection algorithm and the crack information-assisted drone flight
automatic control algorithm was tested on two different datasets, a two-story
building, and a 16-m-high shaking table test building. The results show that
crack detection can be finished in real-time during the flight. Using the pro-
posed method can significantly improve the MIoU of crack edge detection and
the accuracy of maximum crack width measurement under the non-ideal shoot-
ing conditions of the actual inspection situation by automatically approaching

1 | INTRODUCTION

Detecting cracks is a vital part of structural health mon-
itoring (Sirca & Adeli, 2018). When a building, such as a
reinforced concrete structure, develops too many cracks,
the occurrence of cracks reduces the integrity and rigidity
of the structure, thereby affecting the safety of the entire
structure, and may cause a huge loss of life and property. In
addition, when an earthquake disaster occurs, crack detec-
tion on large-scale damaged buildings can provide critical
decision-making information for damage assessment and
maintenance. Therefore, it is necessary to examine the
morphological change and development of the crack by
measuring the crack’s state and evaluating the degree of
the influence of the crack on the structure. Crack detec-
tion is of great significance to the daily safety maintenance
of buildings, the rapid assessment of post-disaster damage
to buildings, and the prevention of loss of life and property.
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the vicinity of the crack.

Due to the strong visual characteristics of crack dis-
eases, many researchers apply image detection technology
to crack detection, including the morphological image pro-
cessing method (Iyer & Sinha, 2006; Sun & Qiu, 2007),
the filtering method (Alaknanda et al., 2009; Kamaliar-
dakani et al., 2016; Mohan & Poobal, 2018), the perco-
lation model-based method (Qu et al., 2015), and the
foreground-background separation technique for crack
detection (Nayyeri et al., 2019). However, the generaliza-
tion performance of such algorithms is limited. In the
actual engineering environment, there is much debris
around the cracks, so the detection results are seriously
affected by the noise in the surrounding environment.

The convolutional neural network (CNN) in deep learn-
ing technology has brought breakthrough progress that
can significantly improve the computer’s ability to classify
images while reducing the impact of noise in the envi-
ronment on prediction results. Based on a CNN combined
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with the naive Bayes data fusion scheme, a method of using
CNN to analyze a single video frame for crack detection
was proposed by F.-C. Chen and Jahanshahi (2018). Cha
et al. (2018) used region-based CNN (R-CNN) to detect
various concrete diseases, such as cracks and rust, and
built a framework model for obvious diseases. Deng et al.
(2020) realized the accurate object detection of concrete
cracks with crack-like handwriting scripts in the environ-
ment through the faster R-CNN algorithm. Y. Zhang and
Yuen (2021) used a fusion features-based broad learning
system to achieve efficient training and prediction of the
crack detection model. Zou et al. (2022) realized the object
detection of crack and safety evaluation method of the rein-
forced concrete structure after earthquake disaster through
the v4 (YOLO v4) algorithm. However, the object detec-
tion algorithms are unable to obtain the geometric edge
of the crack, implying that they are unable to quantify the
geometric size of the crack.

In terms of edge detection of cracks, the development
of semantic segmentation research (L.-C. Chen et al.,,
2018; Long et al., 2015; Ronneberger et al., 2015) makes it
possible to use computer vision techniques to accurately
perform crack edge detection. The current research on
crack edge detection based on deep learning is mainly
to improve the methods based on a fully convolutional
network (FCN; Dung & Anh, 2019; Li et al., 2019; Ye et al.,
2019), a self-attention mechanism (Y. Pan et al., 2020; Song
et al., 2019), CNN (Fei et al., 2019; S.-Y. Kong et al., 2021;
Ni et al., 2019; A. Zhang et al., 2017), UNet (J. Chen & He,
2022), recurrent neural network (RNN; A. Zhang et al.,
2018), and DeepLab (Meng et al., 2020). Besides, some
researchers utilize multi-stage crack detection and achieve
high-precision crack edge detection by combining the
classification algorithm with the segmentation algorithm
(J. Liu et al., 2020; Meng et al., 2022). C. Liu and Xu (2022)
used an image feature point matching technology and
image-to-image conversion technology to standardize
the pavement crack image at night. The detection of
pavement crack images at night can be realized without
re-labeling the dataset. Celik and Konig (2022) proposed
a sigmoid-optimized encoder-decoder network for crack
segmentation with copyedit-paste transfer learning to
improve detection accuracy. Compared with the tra-
ditional edge detection algorithms, such as the Canny
algorithm (Zhao et al., 2010), these methods are more
robust in crack edge detection and significantly improve
the continuity of segmentation results (J. Liu et al., 2020).
However, although the above-mentioned methods can
realize high-precision crack detection under various
conditions, due to the complexity of these models and
the amount of calculation, most of the inference speeds
cannot achieve dozens of predictions per second.
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In terms of the crack width measurement, Y. Zhou and
Liu (2019) achieved high-precision automatic detection of
crack width through morphological processing, connected
component labeling algorithm and skeleton extraction
algorithm. Under the ideal shooting conditions in the lab-
oratory, the absolute error of crack width measurement by
this method is 0.1 mm. Yang et al. (2018) obtained the edge
of the crack through FCN and then obtained the length of
the crack through the skeleton line extraction algorithm.
They obtained this by integrating the geometric correction
index of the detected area and dividing it by the length.
Jin et al. (2020) used the medial axis transform (MAT)
algorithm and the pruning algorithm to extract the crack
skeleton line, and then used the algorithm based on the
flexible kernel to calculate the width of the crack. Wang
et al. (2018) introduced the Laplace equation and used
a crack blob extraction algorithm and a crack boundary
extraction algorithm to measure the millimeter-level crack
width of the crack image under ideal conditions. How-
ever, since most research use datasets under ideal shooting
conditions in experiments, it is difficult to achieve very
high accuracy in practical situations where the shooting
distance and shooting conditions are uncertain.

In order to automate crack detection, it is necessary to
implement crack detection algorithms on multiple hard-
ware devices. Furthermore, since it is difficult to manually
collect image information for infrastructures such as high-
rise structures and bridges, the use of large inspection
equipment for image acquisition is more advantageous in
terms of efficiency and safety. Due to their good maneu-
verability and wide detection range, drones have become
good hardware support for crack detection problems (Yoon
et al., 2018). In addition, for large-scale detection range,
such as rapid crack detection for a large number of build-
ings after earthquake disasters, using a drone as hardware
can give full play to its advantages and achieve more effi-
cient detection. Choi and Kim (2015) used a drone to
capture images and utilize the edge detection algorithm
to detect cracks on building surfaces in a simple envi-
ronment. Kang and Cha (2018) proposed an autonomous
drone method using ultrasonic beacons to replace the role
of global positioning system (GPS), a deep CNN for damage
detection, and a geo-tagging method for the localization
of damage. Jiang and Zhang (2020) used a wall-climbing
unmanned aerial system to detect cracks on the build-
ing surface and developed an Android application for fast
crack data acquisition.

Researchers have also conducted some research on dam-
age detection of post-earthquake buildings. X. Kong and
Li (2018) used a feature tracking technology to extract fea-
tures from video streams for fatigue cracks on steel bridges
and proposed a crack detection and localization algorithm
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based on feature points. Liang (2019) proposed a three-
level image-based approach for post-disaster inspection of
the reinforced concrete bridge using deep learning with
novel training strategies. X. Pan and Yang (2020) used the
YOLOv2 model to classify the damage degree of reinforced
concrete buildings and performed repair cost evaluation on
the buildings based on the classification results.

To summarize, several researchers are -currently
researching crack detection algorithms and have proposed
numerous effective crack detection algorithms for dif-
ferent situations. However, despite their high accuracy,
most of the algorithms are not suitable for deployment on
drones for real-time crack detection due to the limitation
of model parameters and the huge computational cost.
Especially in the case of large-scale rapid crack detection,
such as after an earthquake disaster, there is an urgent
need for a real-time and relatively high-precision crack
detection method. The crack width measurement needs
to reach the millimeter level in the structural health
monitoring of concrete structures and rapid post-disaster
damage assessment. However, it is difficult to achieve mil-
limeter accuracy for the crack width obtained by shooting
with the camera of a drone far away from the building. In
addition, most studies on crack width measurement only
use pictures under ideal shooting conditions. It is difficult
to calibrate the shooting distance for crack detection based
on drones in practical situations. Besides, the drone has
turbulence in flight, and there are many environmental
interference factors in the captured images. Therefore, it
is necessary to realize accurate crack width measurement
based on drones under complex practical conditions.
Furthermore, to ensure drone flight safety, it is difficult to
control the drone to maintain a short distance from the
building for a long time through fixed-point navigation or
manual operation of the drone, especially in large-scale
crack detection. Therefore, most methods need to keep
the drone at a certain distance from the building, which
will lead to a decrease in detection accuracy.

To address these problems, this paper proposes a crack
detection process that can be used in drones. Through
the crack detection method proposed in this paper, the
drone can automatically identify cracks and automati-
cally approach the vicinity of cracks only when needed
to achieve more accurate and efficient crack detection.
The method includes a lightweight crack classification
algorithm, a lightweight crack segmentation algorithm,
and a high-precision crack segmentation algorithm in the
crack edge detection part. It can be combined with the
depth map calculated by the binocular camera to provide
a real-time decision-making basis for drone flight control
while significantly improving the accuracy and efficiency
of crack geometry edge extraction. In addition, by com-
bining the edge information of the crack and the depth
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map calculated by the binocular camera, this paper pro-
poses a maximum crack width measurement algorithm to
achieve the maximum crack width extraction based on the
drone under non-ideal shooting conditions. Furthermore,
this paper proposes a crack information-assisted drone
flight automatic control algorithm, which uses the crack
information obtained from the crack detection algorithm
to assist the drone in automated path planning. It can
ensure that the drone automatically approaches the crack
area while ensuring stable flight of the drone. Thus, the
millimeter-level cracks width measurement can be real-
ized by combining the crack information-assisted drone
flight automatic control algorithm and the proposed crack
detection algorithms.

To verify the effectiveness of the crack detection method,
the lightweight classification algorithm, the lightweight
segmentation algorithm, and the high-precision seg-
mentation algorithm have been tested on two datasets,
SBGCrack and METU-Crack, respectively. Furthermore,
to verify the effectiveness of the crack information-assisted
drone flight automatic control algorithm and the whole
maximum crack width measurement process in the
actual situation, the flight trajectory of the drone and
the accuracy of crack width measurement were tested
in a building of Tongji University. Finally, to verify the
effectiveness of the whole maximum crack width mea-
surement process, a DJI Matrix300 drone equipped with
a binocular camera and an Nvidia Jetson AGX Xavier was
used to conduct experiments for a 16-m height shaking
table test building. The remainder of this paper consists
of Section 2—methodology, Section 3—experiments, and
Section 4—conclusion.

2 | METHODOLOGY

The method proposed in this paper is mainly applied
in drone-based automatic real-time crack detection. The
information from crack detection can be used to assist
drones in path planning to achieve higher-precision crack
geometry edge extraction, more accurate maximum crack
width measurement, and obtain the spatial position of the
crack.

2.1 | The overall process of crack
detection

In the crack detection process, when the drone has been
kept close to the building for a long time, the probability of
a collision is extremely high. Therefore, the drone needs to
maintain a relatively long distance from the building dur-
ing normal navigation, which makes high-precision crack
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detection difficult to achieve. Using the crack detection
method in this paper, when the drone finds a crack, it can
approach a position extremely close to the crack smoothly,
thereby achieving higher precision and higher efficiency
crack detection. Since all operations are carried out on the
drone, the detection of cracks can be completed during the
drone’s navigation without waiting for the end of image
acquisition. Therefore, the method in this paper can realize
real-time crack detection since the crack detection results
can be quickly obtained during the drone’s flight. In addi-
tion, the definition of automated crack detection in this
paper is that the drone can automatically and smoothly
navigate to the vicinity of the crack through the real-time
rough detection result, to achieve higher-precision crack
edge detection and maximum crack width measurement.
The crack detection method proposed in this paper mainly
aims at cracks with a width of centimeters and millimeters
since such cracks strongly affect the safety of buildings
after an earthquake. Sub-millimeter cracks, which have
less impact on structures and are difficult to detect, are
not the focus of crack detection in this paper. The crack
detection process used in this paper consists of three parts.

In the first part of the crack detection process, when the
drone detects cracks, the image of the binocular camera
is obtained and downsampled. Then a lightweight crack
classification model image is used to classify the image to
determine whether there is a crack in the image. If the clas-
sification result is that there are cracks in the image, use
the lightweight crack classification algorithm to process
the resized image to obtain a rough crack area. By combin-
ing the crack position and the depth image generated by
the binocular camera, the coordinates of the crack in the
drone coordinate system can be calculated, thereby provid-
ing critical information for the crack information-assisted
drone flight automatic control algorithm. Since only when
the crack information-assisted drone flight automatic con-
trol algorithm obtains real-time crack position information
can the drone be effectively controlled to move to the vicin-
ity of the crack. The crack detection algorithm inevitably
has an error rate. However, if the overlapping multi-frame
images are repeatedly detected to make full use of the infor-
mation in the captured images, the probability of missing
cracks can be significantly reduced.

This paper defines real time as the image processing
speed that can fully utilize the captured images and pro-
vide critical information for the drone path planning in
time. Since the existing captured image information must
be fully utilized, the processing speed of the lightweight
crack classification algorithm and the lightweight crack
segmentation algorithm must exceed the camera’s frame
rate, which can fully utilize the existing information.
This means that these two algorithms need to process
dozens of images in one second. Moreover, crack clas-
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sification is simpler than crack segmentation, and the
accuracy of crack classification algorithms is generally
higher. Therefore, using a lightweight crack classification
algorithm to preprocess images before crack segmentation
can significantly reduce the probability of misjudging the
existence of cracks. To ensure that this process can be per-
formed in real time, the input images are downsampled
to reduce the computational and memory requirements of
the lightweight crack detection algorithm.

The second part of the crack detection process is
achieved by the crack information-assisted drone flight
automatic control algorithm proposed in this paper. By
using the crack information-assisted drone flight auto-
matic control algorithm, the drone will automatically
approach the crack and hover smoothly in the vicinity of
the crack. The algorithm proposed in this paper sets an
expected drone position based on the actual location of
the crack and makes the drone automatically move in that
direction. The automatic control algorithm is successfully
completed once the drone flies to the target position and
hovers smoothly. When the control algorithm is success-
fully completed, the image captured by the drone at that
moment is defined as the keystone.

The third part of the crack detection process is that
when the keystone is obtained after utilizing the crack
information-assisted drone flight automatic control algo-
rithm, the same lightweight segmentation model is used to
process the low-resolution image and determine the loca-
tion of the crack in the image. The original high-resolution
image is then divided into several image patches with
fixed sizes using the patch-based method (Lai, 2015). The
patches containing cracks are selected using the results
of the previous lightweight crack segmentation algorithm.
After that, a high precision segmentation model with a
large number of parameters and higher precision is used to
segment cracks in the selected image patches with higher
accuracy. Then, all the image patches are combined into a
crack prediction mask with the same size as the original
image. Finally, the proposed crack geometry information
extraction algorithm is used to obtain accurate geometric
information about the cracks. It should be emphasized that
this part is also completed quickly on the onboard com-
puter of the drone, but since it will not affect the flight
trajectory of the drone, it does not need to be completed
in milliseconds.

Since the location information of the drone and the dis-
tance between the crack and the drone have been obtained
in the previous process, the spatial location distribution
of the cracks can be easily obtained. The visualization
of the overall crack detection process is illustrated in
Figure 1. In this study, the necessary hardware device was a
drone equipped with an onboard computer and a binocular
camera.
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Crack information-assisted drone
flight automatic control algorithm

Depth image
(from binocular camera)

CIEAlg / Crack geometry information

a crack area

High resolution
(original) image
CIEAIg: Crack information extraction Algorithm
ClsModel: Classification model, use ShuffleNet V2 in this article

extraction algorithm

LSegModel: Lightweight segmentation model, use BiSeNet V2 in this article

HSegModel: High-precision segmentation model, use SegAttention UNet in this article

FIGURE 1 The flow chart of the whole process of crack detection.

2.2 | Lightweight crack classification
algorithm

This paper focuses on the following points when choos-
ing a lightweight crack classification algorithm. First, the
selected lightweight model needs to have a very high
inference speed, and second, it needs a high detection
accuracy because, in this paper, it is necessary to guide the
flight trajectory of the drone through the detection results.
Therefore, if the inference speed of the model is greater
than the speed at which the binocular camera captures
images, itis guaranteed that every captured image has been
processed, which can significantly improve the robustness
of the method proposed in this paper. Second, the model’s
classification accuracy in the crack detection task should
be as high as possible while ensuring speed. Therefore, to
better implement the method proposed in this paper, Shuf-
fleNet V2 (Ma et al., 2018) is selected as the lightweight
crack classification model.

The detailed structure of the model is presented in
Figure 2. The size of the input image of the model is
1024 x 1024 x 3. The first layer of the model is a convo-
lutional layer, which can increase the channel dimension
to 24, followed by a max-pooling layer. After that, the

model uses 16 basic blocks to process the feature map.
The structure of the basic block is shown in Figure 3,
where Figure 3a is an ordinary basic block, and Figure 3b
is a basic block for downsampling. The basic blocks for
downsampling are the first, fifth, and 13th steps. Their
input channels are 24, 116, and 232, and their output
channels are 116, 232, and 464. Next, a convolutional layer
increases the number of channels of the feature map
to 1024, and the global average pooling layer is used to
convert the size of each channel to 1 X 1. At the end of the
model, the feature map will be flattened and then input
to the linear layer. The size of the output result is 2 X 1,
which indicates whether the image contains cracks or not.

The detailed structure of the basic block is as follows.
When downsampling is not required, the input feature
map is subjected to the channel split operation, which
splits the feature maps into two groups channel-wise and
performs different operations as shown in Figure 3b. Here,
Conv stands for the convolution operation, and DWConv
for the depth-wise convolution operation. Finally, the
two sets of processed feature maps are spliced in the
channel dimension, and the channel shuffle operation is
performed, which means the original order of the fea-
ture maps is shuffled in the channel dimension. When
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Basic block x4  Basic block x 8 Basic block x 4

1024 %1024 x3 512x512x24 256 x256x24 128 x128 x116 64 x 64 x 232

Output of Conv+ BN + ReLU \

Output of max pooling layer

FIGURE 2
and ReLU indicates rectified linear units.

Input feature

Channel split

3x3 DWConv 1x1 Conv
BN BN +ReLU

Ix1 Conv l
BN +ReLU 1x1 Conv 3x3 DWConv
BN +ReLU BN
3x3 DWConv
BN

1x1 Conv
BN +RelLU
pa—

1x1 (;()nv
BN +ReLLU
Concat

| Channel shuffle |

Channel shuffle

(a) (b)

Output feature

i

FIGURE 3
ordinary basic block, and (b) is basic block for downsampling.

Architecture of modules in basic block: (a) shows

DWConv represents the depth-wise convolution operation, Conv
represents the convolutional layer, BN means batchnormalization
and ReLU indicates rectified linear units.

downsampling is required, the feature maps are directly
input to the two branches. After splicing, a channel shuffle
operation is also performed.

2.3 | Lightweight crack segmentation
algorithm

The principle of the model selected in this paper’s
lightweight crack segmentation algorithm is similar to
that of the lightweight crack classification algorithm, and
its inference speed is the most important rather than

Output of Basic block

32x32x464 32x32x1024 1x1x1024  1x1x2

Output of linear layer

Output of global average pooling layer

The overall network architecture of ShuffleNet V2. Conv represents the convolutional layer, BN means batchnormalization

detection accuracy and parameter quantity. The detection
effect of the lightweight crack segmentation algorithm
does not affect the final crack detection result because
the high-precision crack segmentation algorithm realizes
the final geometric information extraction of the crack.
The lightweight segmentation algorithm used in this paper
is the bilateral segmentation network (BiSeNet V2; Yu
et al., 2020), whose general network structure is shown in
Figure 4. BiSeNet V2 separates spatial details and classi-
fication semantics to achieve highly accurate and highly
efficient real-time semantic segmentation. It includes two
branches: the detail branch and the semantic branch. The
detail branch, with wide channels and shallow layers,
captures low-level details and generates high-resolution
feature representations. The semantic branch, which has
narrow channels and deep levels, is used to obtain high-
level semantic context. The semantic branch is lightweight
because it reduces the channel capacity and uses a fast
downsampling strategy. Behind the two branches, a bilat-
eral guided aggregation layer connects and merges the
two types of feature maps. Moreover, a booster training
strategy has been developed, which can improve the seg-
mentation performance without increasing the inference
cost.

In the detail branch, the network is built accord-
ing to the principle of VGGNet stacking (Simonyan &
Zisserman, 2014), which contains six convolutional lay-
ers, batch normalization layers, and rectified linear units
(ReLU) layers. The stride of the first, third, and fifth
convolutional layers is two. In the semantic branch, any
lightweight convolutional model can be used. In this
paper, stem block, gather-and-expansion layer and con-
text embedding block are used. The detailed structures are
shown in Figure 5.

The use of global average pooling in the context embed-
ding block of the semantic branch can effectively embed
global context information.
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FIGURE 4 The overall network architecture of BiSeNet V2. GE Block means gather-and-expansion block, Conv represents the

convolutional layer, BN means batchnormalization and ReLU indicates rectified linear units.

3x3 Conv
BN+ReLLU

l l

3x3 GAP
BN

1x1 Conv
3x3
ENREER

3x3 DWConv

BN BN

3x3 Conv 3x3 DWConv
BN+ReLU BN

1x1 Conv
BN+RelLU

3x3 DWConv
BN
1x1 Conv
BN

Add+RelLU

(@ (b)

1x1 Conv

3x3 DWConv
BN
BN

Add+ReLU

(© (d)

FIGURE 5 Detail structure of module in detail branch: (a) is stem block, (b) shows gather-and-expansion layer with downsampling, (c)
represents ordinary gather-and-expansion layer, and (d) is context embedding block. GAP means global average pooling, MP means max

pooling layer, Conv represents the convolutional layer, BN means batchnormalization, DWConv represents the depth-wise convolution

operation and ReLU indicates rectified linear units.

A bilaterally guided aggregation layer is employed in the
aggregation layer to aggregate the complementary infor-
mation from the two branches as shown in Figure 6a. After
the aggregation layer, use the Seg Head module to pro-
cess the feature map and obtain the prediction result. The
structure of the Seg Head module is shown in Figure 6b.

A booster training strategy is used in the process of
model training. It can enhance the feature representation
in the training phase and can be discarded in the inference
phase. During the training process phase, the feature maps
output from the first four blocks of the semantic branch
are processed by the Seg Head module, and the four output
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FIGURE 6 Detail structure of module for post-process two

branches: (a) is bilaterally guided aggregation layer, and

(b) represents Seg Head. AP means average pooling layer, Conv
represents the convolutional layer, BN means batchnormalization,
DWConv represents the depth-wise convolution operation and
ReLU indicates rectified linear units.

results are combined with the ground truth to calculate the
loss and perform backpropagation.

2.4 | Crack information-assisted drone
flight automatic control algorithm

The algorithm proposed in this paper, which is to automat-
ically control the drone using crack information, must first
roughly determine the flight path for the drone by manual
or fixed-point navigation. Rough planning of the drone’s
route does not need to be detailed and can maintain a long
distance from the building, so it is easy to implement. It is
worth noting that the “long distance” in this paper refers
to the minimum safe flight distance between the drone
and the building, which depends on the type of drone
and environmental factors. When the drone maintains a
minimum safe flight distance from the building, it can
ensure the drone’s safety and discover as many millimeter-
level cracks as possible. When the drone detects a crack
on the flight path, it automatically approaches the surface
where the crack is located to measure the crack width more
accurately.

Sections 2.2 and 2.3 introduce the two lightweight
crack detection algorithms. The lightweight crack detec-
tion algorithm can determine whether there are any cracks
in the images captured by the camera. If the image con-
tains cracks, the lightweight crack segmentation algorithm
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FIGURE 7 The overall network architecture of the
SegAttention Unet. Convlix1 represents a convolution layer with a
kernel size of 1x1, Conv3x3 represents a convolution layer with a
kernel size of 3x3, BN means batchnormalization and ReLU
indicates rectified linear units.

is used to perform fast segmentation to get the location of
the crack in the image.

In this paper, a right-handed coordinate system is used,
the y-axis is vertically upward of the camera, and the z-
axis points to the front of the drone. The definition of the
coordinate system is shown in detail in Figure 7. The coor-
dinates of the crack in the drone camera coordinate system
can be calculated from the two images captured by the
binocular camera, which will be introduced in detail in
Section 2.6. However, since the camera is inclined relative
to the drone, and the camera is not necessarily paral-
lel to the building when shooting, the result needs to be
converted to the drone coordinate system to provide the
location information of the crack. The pose of the camera
can be obtained through the gyroscope. Thus, assume that
the angle of rotation of the camera around the x-axis is a,
and the angle of rotation of the camera around the y-axis is
. The coordinates of the crack pixel in the camera coordi-
nate system are x., ., and z.. Then through the coordinate
system transformation, the coordinate calculation method
of the crack pixel in the drone coordinate system is shown
in Equation (1).

Xy cosp 0 sinB)(1 O 0 X,
Yol=| 0 1 0 [|]0 cosa —sinally.|] @
Zy —sinf 0 cosB)J\0 sina cosa J\z,.

where x,,, y,,, and z,, denote the coordinates of the crack
pixel in the drone coordinate system.

In this paper, we define the moving target vector T €
R formed by where the camera points to the crack and
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the adjusted moving target vector D € R¥!, Furthermore,
to prevent the drone from colliding with the building, we
define the shortest distance d, between the building and
the drone. Take the average of the coordinates of all the
crack pixels in the image in the drone coordinate sys-
tem to obtain the moving target vector T’ as shown in
Equation (2). However, the drone needs to keep a certain
distance from the shooting surface to prevent a collision.
Therefore, it is necessary to modify the moving target vec-
tor T, as shown in Equations (3) and (4). Since the drone
cannot get too close to the building to prevent a collision,
setting the shortest distance d; between the drone and the
building is necessary. Therefore, the target shortest dis-
tance d; needs to be added to Equation (3). The value of
d; depends on the type of the drone and can be flexibly
adjusted according to the working condition.

1 [ < N N
= N (wa’i’zywai’zzw,) 2)
i=1 i=1 i=1

R_d[
R

R=\/T?+T}?+T} (4)

where R denotes the calculated distance between the drone
and the crack. d; denotes the target shortest distance
between the drone and the crack.

Flight control of drones can be achieved by using
position controllers and speed controllers combined with
real-time measurements of position and speed (Salih
et al., 2010). However, since the drone will use the newly
captured images to continuously calculate the position
of the new target location during the movement, it is
expected that the moving target vector T will be contin-
uously updated. Besides, the accuracy of the calculation
of the moving target vector T depends on the accuracy
of the binocular camera to calculate the depth map, but
the error of the calculation result using a single video
frame is relatively large. Therefore, this paper proposes an
algorithm that combines the inertial measurement unit
(IMU) data information and the depth information calcu-
lated by the binocular camera to reduce the measurement
error, which can ensure the stability of the flight. The
crack information-assisted drone flight automatic control
algorithm is shown in Algorithm 1. The following is a
detailed explanation of the whole process and parameters
in the algorithm and how to combine the detection results
of the binocular camera with the IMU.

In Algorithm 1 of this paper, the keyframe is defined as
the image that successfully calculates the crack position
through the image of the binocular camera combined with
the crack detection algorithms. i;,,,, represents a very large

T =

(12,1} 7%) 3
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ALGORITHM 1 Pseudocode for the crack
information-assisted drone flight automatic control algorithm.

set ¢;,, and ¢,,; to O
compute the original location P, T,
for i =2, do
if this frame is a keyframe then
get the latest T;
compute I;_;
adjust n and compute D;
if|D;| < Th, then
Cin =Cip +1
else
ifc;, # 0 then
Cout = Cour +1
end if
end if
if ¢, > Coumax then
set ¢;, and ¢,,,t0 0
end if
if c;, > Cipmax then
terminate the algorithm and obtain images at this moment
for final crack detection break
end if
adjust the flight direction of the drone to the adjusted moving
target vector D; and move
end if

end for

number. At the beginning of the process, the moving target
vector T needs to be calculated. Then set the drone’s posi-
tion P, at this time as the starting point. The role of P; is to
facilitate the drone to return to the original position after
the crack information-assisted drone flight automatic con-
trol algorithm is completed, so its positioning accuracy is
not an essential factor.

Before the algorithm terminates, the loop performs
the following operations: Calculate the distance between
the drone’s position P;_; in the previous keyframe and the
current position P;, namely, I;_;, through the IMU data.
This paper defines I € R¥!. The calculated I;_; is the
displacement vector of the drone between two keyframes
calculated by the IMU. The acceleration data measured by
the IMU are integrated to obtain the displacement infor-
mation of the drone between the two keyframes. Due to
the short time interval between two keyframes and the
high sampling frequency of the IMU, the displacement
information obtained by the sensor has high accuracy.

Then, calculate the moving target vector T; at this time
calculated through the latest images of the binocular cam-
era. Because the depth map calculated by the binocular
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camera has a relatively large error, the moving target vec-
tor T; needs to be adjusted when controlling the moving
direction of the drone. In this paper, the error reduction is
achieved by fusing the measurement results of n keyframes
by sliding the time window. The calculation formula of
the drone’s adjusted moving target vector D; is shown in
Equation (5). Since the measurement error of the IMU
is smaller than the error of the depth map calculated by
the binocular camera, the variance of D; decreases as n
increases. In addition, the greater the distance from the
measured object, the greater the error of the depth map
calculated by the binocular camera. Thus, the forgetting
factor « is introduced to reduce the overall error of the
position estimation.

n-1 J
T; + Zj:] o (Ti—j T Lik=1 Ii—k)

D; = ©)

1+ o

where n is the number of the selected keyframes, the value
of n is smaller than i, and the specific value of n can be
dynamically changed during the flight of the drone since
i increases with time. « is a value between zero and one.
The closer « is to one, the more D; tends to rely on the
calculation results of the IMU. Then control the drone to
move in the direction of the vector D;, and repeat the above
operations to move the drone toward the crack surface.

In order to ensure that the drone can stabilize at the tar-
get position, several parameters are set to ensure that the
drone is within the range of the target position within a cer-
tain period. The meanings of ¢;;, and c,,,; are the number of
keyframes when the drone is at the target position and out-
side the target position. Since the drone will be affected by
the environment and other factors when hovering, it will
cause a slight drift. Thus, it is necessary to set a parame-
ter Th; to determine whether the drone reaches the target
position stably. If the norm of vector D; is smaller than Th;,
increase c;;, by 1; otherwise, if ¢;,, is not 0, increase c,,,; by 1.
The smaller the Th, is selected, the more stable the drone
needs to be.

Cinmax 1S the maximum number of keyframes at which
the drone is at the target position. If c;, is greater than
Cinmax it is considered that the drone has been hovering
stably at the target position, and the program is termi-
nated. The meaning of c,,;may iS the maximum number
of keyframes that the drone exceeds the target position.
If the drone is not at the target position for a long time,
the drone may not hover stably due to drift and other rea-
sons. If c,,, is greater than c,,;max, Set ¢;,, and cy,, to 0.
The values of ¢;,, and c,,,; are both set to 0 at the beginning
of the process. The above operations can be used to judge
whether the drone has reached the vicinity of the target
location and ensures the drone flights stability. The larger
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the selection of ¢;;max and cyymax 1S, the longer the drone
will remain at the target position. In this case, the drone is
less likely to shake, and the camera can capture a clearer
image. Conversely, the time required for drone shooting
will be longer. In addition, if the value of Th; is too small,
it will be difficult for the drone to meet the requirements
of the algorithm.

Finally, the previously recorded location information P
can be used to control the drone to return to P; through
fixed-point navigation, and then continue to perform
crack detection on other locations. In addition, since the
drone may encounter obstacles during the flight, it is
necessary to arrange a multi-directional binocular cam-
era on the drone combined with an obstacle avoidance
algorithm so that the drone is not prone to collision.
Moreover, when the drone successfully approaches the
building, the position of the drone in the world coor-
dinate system can be obtained by positioning methods
such as GPS. By combining the position of the drone
and the distance calculation results of the binocular
camera, the absolute position of the crack can be easily
obtained.

2.5 | High-precision crack segmentation
algorithm

When the drone reaches the neighborhood of the mea-
sured crack, a segmentation model with more parameters
and higher accuracy must be used to achieve high-
precision crack detection and obtain more accurate crack
edges. Using the BiSeNet V2 presented in Section 2.3 with
the downsampled image, the image patch containing the
cracks can then be obtained from this crack edge in a sub-
sequent step. In this paper, the resolution of the original
image refers to the resolution of the image captured by
the binocular camera. Thus, the resolution of the original
image changes depending on the choice of the binocular
camera. In order to achieve higher-precision crack detec-
tion, it is necessary to use a relatively high-resolution
binocular camera. Due to the high image resolution,
directly inputting the original image into a semantic seg-
mentation network requires excessive graphic processing
unit (GPU) memory and computing power. Therefore,
the original image is first sliced using a sliding window
of 1024 x 1024 pixels, where there is an overlap of 512
pixels between every two adjacent windows. Upsample
the output result of the previous BiSeNet V2 model to
the original resolution and calculate the number of crack
pixels contained in each sliced image patch. If the number
of pixels representing cracks exceeds the set threshold, this
one image patch is input to the high-precision semantic
segmentation model. Finally, a merge of all output results
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pooling layer, MP represents max pooling layer, Conv indicates the convolutional layer, BN means batchnormalization and ReLU indicates

rectified linear units.

is obtained, and they are stitched back to their original
position. Since the segmentation result of the edge part
of the patch by the semantic segmentation model is poor,
only the middle part of the sub-image is selected for
splicing. For an n X n patch that is not at the edge of the
original image, extract an n/2 X n/2 sub-image, in which
the center is the same as the original patch. For the edge
part of the original image, the segmentation result of the
patch is directly used, and the overlapping part takes the
average value of multiple patches. This processing method
effectively avoids the poor effect of semantic segmentation
on image edges. After the above operations, a binarized
mask with the same size as the original image is obtained.

Because the high-precision fracture segmentation
algorithm does not need to have extremely fast speed but
requires extremely high precision, therefore, based on
the traditional UNet (Ronneberger et al., 2015), this paper
proposes a SegAttention UNet. First, to improve the ability
of model feature extraction, SegAttention UNet adds two
self-attention mechanism modules during downsampling,

including the spatial attention and channel attention
module. Furthermore, higher computational accuracy is
achieved by increasing the number of channels. Finally,
to improve the effect of model training, a branch is added
after each tensor before upsampling. In this branch, the
crack segmentation result is obtained through the convo-
lutional layer and upsample calculation and participates
in the loss calculation. This approach can help the convo-
lutional layers inside the network achieve more accurate
feature extraction. The network structure is shown in
Figure 8.

In terms of the details of the network structure, SegAt-
tention UNet downsamples the input crack image four
times for feature extraction and then decodes it through
deconvolution. By adding the tensors before downsam-
pling and the tensors after deconvolution in the channel
dimension, different levels of features can be combined.
CNNLayer comprises two convolutional layers, two batch
norm layers, two dropout layers, and two Leaky ReLU lay-
ers in turn. The module used for each downsampling is
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FIGURE 9 The visualization of the detection result of the
high-precision segmentation algorithm. The images shown in the
left half of the figure are the detection result of the SBGCrack
dataset, and the images shown in the right half of the figure are the
detection result of the METUCrack dataset.

attention CNNLayer, which adds spatial attention module
and channel attention module in turn before CNNLayer.
At the end of the SegAttention UNet, feature mapping is
performed through the convolution layers and sigmoid lay-
ers to obtain a binary image of the crack segmentation
result. To improve the performance of the SegAttention
UNet, new branches are added to the four parts before the
upsampling module as shown in Figure 8. These branches
map four tensors of size 64 X 64 X 2048, 128 x 128 X 1024,
256 X 256 X 512, and 512 X 512 X 256 into 1024 channels.
Afterward, these four tensors are mapped into tensors with
a channel number of 1 through convolutional layers and
sigmoid layers. During model training, the final output of
the model and the above four tensors are added after cal-
culating the loss values. When the model performs crack
detection, only the results of the last layer in the model
need to be output.

It should be noted that it is acceptable to use a model
with a large number of parameters and a slower inference
speed since this process does not need to be completed in
real time. In addition, any other high-precision semantic
segmentation model can be used to replace the SegAtten-
tion UNet (Figure 9).

2.6 | Crack width measurement

The crack detection process described above can be used to
determine the pixel set in which the crack is located in the
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ALGORITHM 2 Pseudocode for the maximum crack width
measurement algorithm.

process image using connected component labeling algorithm
foreach C; € C do
for each p € C; do
ifN,(p) # 1 then
add p into B
end if
end for
set Wy =0
for each S; € S do
set wpyin; =M
for each B; € B do
Winin; = mMin(dist(S;, Bj), Win,i)
end for
Winex = MAX (Wi Winar)
end for
W = 2wpax

end for

three-channel color image. Using the binarized segmenta-
tion results, this paper proposes a maximum crack width
measurement algorithm to calculate the maximum crack
width. Since there may be multiple cracks in each image,
it is necessary to use the connected domain labeling algo-
rithm to extract each crack separately to obtain an image
set C, in which each image C; in the set C contains only one
crack. Then, the maximum crack width is calculated sep-
arately for each image C;. The specific calculation method
is as follows. First, all crack pixels will be traversed. If not
all the pixels in the four neighborhood pixels of a pixel
are crack pixels, this pixel will be added to the set B. The
four neighborhood pixels N4(p) refers to the four pixels
adjacent to a pixel p in the up, down, left, and right direc-
tions, and the set B is the set of edges of cracks. Then, the
image needs to be processed by the skeleton line extraction
algorithm to obtain the crack skeleton line S, which can
be realized by the Zhang-Suen algorithm (T. Y. Zhang &
Suen, 1984). For each point S j in S, calculate the minimum
distance wy,, ; from all elements in the set B. Among them,
the distance dist(B;, S;) is the Euclidean distance. Finally,
take the maximum value of all wy,;, ; and multiply by 2 to
get the maximum crack width W. The detailed expression
of the above calculation method is shown in Algorithm 2.
Where N,4(p) # 1 means that the four neighborhood pixels
of pixel p are not all crack pixels. M denotes a large value
for initializing wypip ;.

However, the maximum crack width obtained by
Algorithm 2 is only the crack width in the image coordinate
system and not the crack length in the world coordinate
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system. Therefore, it is necessary to calculate the pixel
resolution 7 of the image.

This paper uses the depth map to calculate the pixel
resolution 7. The depth map can be obtained by using the
binocular camera, and the coordinates of the pixel in the
camera coordinate can be inversely calculated through the
depth map. It should be noted that converting the world
coordinate system to the local coordinate system with the
camera as the origin is the camera coordinate system.

In this paper, the depth map calculation needs to be cal-
culated from the image of the binocular camera, which
can also be used as the critical decision information
for calculating the moving target vector T of the crack
information-assisted drone flight automatic control algo-
rithm in Section 2.4. The following operations are required:
camera calibration, epipolar rectification, stereo matching,
and depth map calculation. First, the camera calibration
needs to calibrate the left and right cameras to obtain the
camera intrinsic parameters, distortion coefficients, and
camera extrinsic parameters. The camera extrinsic param-
eters refer to the rotation matrix and the translation matrix
between the left and right cameras (Z. Zhang, 2000). The
operation of obtaining the undistorted image is as follows:
first, the pixel coordinate system of the obtained image
is converted to the camera coordinate system through the
internal parameter matrix, and then the distortion correc-
tion is performed in the camera coordinate system. After
that, the camera coordinate system is re-transformed to
the image pixel coordinate system and interpolates the pix-
els of the new image with the pixel values of the original
image. In the epipolar rectification part, the purpose is
to greatly improve the efficiency of the stereo matching
search in the subsequent steps. After epipolar rectification,
the subsequent stereo matching only needs to search the
same height in the two images. Epipolar correction can
be achieved by the Bouguet epipolar rectification method
(Bouguet & Perona, 1998). In terms of stereo matching,
the purpose is to find its corresponding point in the right
image for each pixel in the left image, which is the same
point in the world coordinate system, so that the dispar-
ity can be calculated. The calculation process of the stereo
matching algorithm needs to go through the following
stages: matching cost calculation, cost aggregation, paral-
lax optimization, and parallax refinement, which can be
achieved through the semi-global block matching (SGBM)
algorithm (Hirschmuller, 2008). After the disparity map
is generated by stereo matching, the disparity map needs
to be filtered and processed subsequently to improve the
quality of the disparity map. Disparity map filtering can
convert sparse disparity into dense disparity, reduce dispar-
ity map noise to a certain extent, and improve the visual
effect of the disparity map. The filtering of the disparity
map can be realized by the weighted least squares filtering
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algorithm (Farbman et al., 2008). Finally, the calculation of
the depth map can be realized by the disparity map, and the
calculation of the coordinates of each pixel in the camera
coordinate system can be realized by using the previously
calculated disparity through Equation (6). In this paper, a
right-handed coordinate system is used, the y-axis is ver-
tically upward of the camera, and the z-axis points to the
front of the camera.

— (Px—cx)Tx
—d+cy—c,
(Py—cy)Tx
== 6
Ye —d+cy—cl, ©)
— Tx

T —dte,—C,

where x, y., and z. are the coordinates of the pixel in the
X, y, and z axis in the camera coordinate system, respec-
tively. p,, p, denotes the xand y coordinates of the pixel in
the image coordinate system, respectively. ¢, and c,, are the
offsets of the optical axis in the image coordinate system
in the left eye camera, which are included in the camera
intrinsic parameters. ¢/, is the offsets of the optical axis in
the x-direction of the right camera. d is the disparity of the
two points calculated by the SGBM algorithm. fis the focal
length. T, is the translation between the projection centers
of the two cameras and is a negative value.

In order to reduce the calculation error of the pixel
resolution of the crack area, since the area of the image
occupied by the crack is generally small, the average pixel
resolution of all pixels in the detected crack area is selected
as the pixel resolution of a single crack. First, the calcula-
tion of the average pixel resolution requires the use of the
image set C extracted using Algorithm 2, and the calcula-
tion of the average pixel resolution is performed separately
for each crack. Through the crack edge extraction method
in Algorithm 2, the crack edge image composed of set B
can be obtained, and the diameter of the edge is 1 pixel.
After that, traverse the crack edge image row by row and
column by column. If there are two crack edge pixels
in a row or column, they are used as a value in Equa-
tion (7) to participate in the calculation and finally get
the average pixel resolution of each crack. The calcu-
lation method of average pixel resolution is shown in

Equation (7).

1 N

"=M+N <§;
where N represents the total number of rows of two crack
edge pixels in a row in the crack edge image, and cor-
respondingly M represents the total number of columns

X1,i — X2,
Px1,i — Px2,i

Y1,i — Va2,
Py1,i — Py2,i

i=1

(7
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that contains two crack edge pixels. x;; and x,; are the
coordinates of two crack edge pixels in a row in the world
coordinate system, and y; ; and y,; are the coordinates of
two crack edge pixels in a column in the world coordinate
system. p,; and p, ; are the coordinates of the two crack
edge pixels in a row in the image coordinate system, py, ;
and p,,; are the coordinates of the two crack pixels in a
column in the image coordinate system. Finally, multiply
the pixel resolution 7 and W of each crack in the image
to get the maximum crack width in the world coordinate
system.

3 | EXPERIMENTS

3.1 | Crack detection algorithms
experiment
3.1.1 | Dataset description

To test the efficiency and generalization of the crack
detection-related algorithms proposed in this paper, two
different public datasets were selected. The images of
the first dataset (METUCrack) were captured in differ-
ent buildings located at Middle East Technical University
(Ozgenel, 2019). The whole dataset includes 458 images
of concrete surface cracks. The size of each image is
3024 x 4032 pixels. The ground truth is the binarized image
labeled with a set of cracked pixels. The second dataset
(SBGCrack) is from Project 1 of the First International
Project Competitions of Structural Health Monitoring (Bao
etal., 2021). The images include 200 original fatigue cracks
images with a resolution of 4928 x 3264, all captured by dif-
ferent bridge inspectors with various camera parameters in
the steel box girder. The images in these two datasets are
scaled to 1024 x 1024 pixels to match the situation applied
in the actual detection. Then, split each dataset into train-
ing, validation, and test sets in a ratio of approximately
7:2:1.

It should be noted that the training of all deep learning
models in all experiments in this section was done on a
workstation using four Nvidia Tesla V100s. However, the
inference of the model is finished on the Nvidia Jetson
AGXXavier using the Linux operating system, so the statis-
tic results such as mean intersection over union (MIoU)
and frames per second (FPS) are also the test results on
the onboard computer. In addition, to improve the infer-
ence speed of the model, the TensorRT library was used to
convert the PyTorch model into a TensorRT model, thereby
achieving higher FPS. All crack detection algorithms in
Sections 3.1.2, 3.1.3, and 3.1.4 are built, trained, and tested
through the PyTorch framework.

@ MENG ET AL.

3.1.2 | Experiment of crack classification
algorithm

The crack classification algorithm uses three effect mod-
els indexes and two lightweight models indexes: accuracy,
precision, recall, reasoning speed and parameter quantity.
The following hyperparameter values were used: learning
rate = 0.00001, optimizer = Adaptive Moment Estimation
(Adam) (Kingma & Ba, 2014), batch size = 128, momen-
tum = 0.9, weight decay factor = 0.002. A total of 100
epochs have been learned. The cross-entropy loss was
chosen to calculate the model loss.

Table 1 compares the ShuffleNet V2 with the commonly
used crack classification algorithms, including VGG-19
(Simonyan & Zisserman, 2014), ResNet50 (He et al., 2016),
SE-ResNet (Hu et al., 2018), convolutional block atten-
tion module (CBAM)-ResNet50 (Woo et al., 2018), and
another well-known lightweight classification algorithm
MobileNet V2 (Sandler et al., 2018). It can be seen that
ShuffleNet V2 loses only 0.32% of accuracy, compared
to CBAM-ResNet50 with the highest accuracy in METU-
Crack and has the highest accuracy in SBGCrack. The
reasoning speed of ShuffleNet V2 is more than three
times that of the traditional crack classification algorithm,
and the model size is only 1/20 of CBAM-ResNet50. This
considerably simplifies the deployment and operation of
edge computing devices while also meeting the real-time
detection requirements of drones.

3.1.3 | Experiment of lightweight crack
segmentation algorithm

In the experiment for the lightweight crack segmentation
algorithm, accuracy, precision, recall, and MIoU are used
to evaluate the accuracy of the model. The reasoning speed
and model parameters are used to evaluate the lightweight
degree of the model. The loss function of all models is
designed as the sum of binary cross entropy (BCE) loss
and soft dice loss. Other hyperparameters include learn-
ing rate = 0.00001, optimizer = Adam, batch size = 128,
momentum = 0.9, and weight decay factor = 0.002. A total
of 100 epochs have been learned.

Table 2 details the comparison of the BiSeNet V2
and other latest algorithms on two datasets, including
DenseNetl2l-FCN (Li et al, 2019), SegNet (Badri-
narayanan et al., 2017), DlinkNet50 (L. Zhou et al., 2018),
and DeepLab-v3+ (L.-C. Chen et al., 2018). BiSeNet V2 is
a lightweight segmentation model with clear advantages
in terms of model size, and its inference performance is
significantly faster than that of other segmentation mod-
els. The mIoU of Bisenet V2 (53.00/76.80) did not decrease
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TABLE 1 Comparison with the popular crack classification algorithms
giga floating
point
operations
Method Accuracy (%) Recall (%) Precision (%) FPS Parameters (M) (GFLOPs)
VGG-19 83.46/97.41 75.47/96.92 89.83/97.88 9.47 38.93 408.02
ResNet50 85.37/97.14 75.41/95.01 94.16/96.12 27.50 23.51 85.41
SE-ResNet 87.06/97.30 77.55/96.44 95.76/98.12 15.73 26.03 85.42
CBAM-ResNet50 87.37/97.01 83.83/95.42 90.22/98.56 12.06 26.23 85.45
MobileNet V2 86.13/97.55 74.40/97.11 97.21/97.98 58.92 2.23 6.26
ShuffleNet V2 87.02/97.65 80.22/98.47 92.84/96.87 78.79 1.26 3.01

Note: The left data represent result in METUCrack, and the right data represent result in SBGCrack. The test results in the table are represented by a/b, where a

represents result in METUCrack, and b represents result in SBGCrack.

TABLE 2 Comparison with the popular crack segmentation algorithms
Method Recall (%) Precision (%) MIoU (%) FPS Parameters (M) GFLOPs
DenseNetl21-FCN 65.48/92.32 52.02/76.45 40.24/71.68 16.62 7.82 70.08
SegNet 78.61/94.67 65.98/81.55 54.26/77.66 3.11 29.44 641.63
DlinkNet50 71.04/94.30 70.25/79.30 51.38/75.60 4.25 120.18 217.65
DeepLab-v3+ 60.10/81.83 73.51/93.91 48.03/77.44 5.81 59.34 354.13
BiSeNet V2 78.42/94.65 63.10/80.59 53.00/76.80 32.87 3.34 48.90

Note: The left data represent result in METUCrack, and the right data represent result in SBGCrack. The test results in the table are represented by a/b, where a

represents result in METUCrack, and b represents result in SBGCrack.

significantly, compared with DenseNet121-FCN (40.24/
71.68), SegNet (54.26/77.66), DlinkNet50(51.38/75.60), and
DeepLab-v3+ (48.03/77.44). As a result of the preliminary
segmentation, sufficient data and information have been
provided for the following high-precision segmentation.

314 |
process

Experiment of the crack detection

The lightweight crack segmentation and the high-
precision crack segmentation algorithm are integrated
into the process to detect the crack edge and compare it
with the results of other processes. In the high-precision
crack detection process, which is the third step of the
whole process, BiSeNet V2 is used in the overall pro-
cess with the same parameters as those mentioned in
Section 3.1.3. SegAttention UNet is used as part of the
high-precision segmentation algorithm, and its loss func-
tion is designed as the combination of BCE loss and soft
dice loss. The relevant parameters during training are as
follows: learning rate = 0.00001, optimizer = Adam, batch
size = 128, momentum = 0.9, weight decay factor = 0.002.
A total of 100 epochs have been trained.

The visual representation of the prediction results is
shown in Figure 10. It should be noted that the results of
the high-precision crack segmentation algorithm shown
in this section are not just the results of a single predic-
tion using the SegAttention UNet. This section uses the
method mentioned in Section 2.1, which divides the origi-
nal image into multiple patches, predicts them separately,
and then performs data fusion. From the results, it can
be seen that the model can still effectively identify the
crack pixels despite some errors in the labels used for
training. Furthermore, using the method proposed in this
paper, the MIoU is improved on both datasets, compared to
using other algorithms directly as shown in Tables 2 and 3.
The effectiveness of the high-precision crack segmentation
algorithm proposed in this paper has been demonstrated.

3.2 | Overall method experiment on the
two-story building
3.21 | Drone system

Drones offer excellent maneuverability and a wide inspec-
tion range. They can move fast and capture images near
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FIGURE 10 Components of the drone system and the definition of the coordinate system

TABLE 3 Comparison with the different crack detection process
Method Recall (%)
BiSeNet V2 78.42/94.65
BiSeNet V2 + SegAttention UNet 72.87/88.30

Precision (%) MIoU (%)
63.10/80.59 53.00/76.80
71.13/88.07 55.19/78.69

Note: The left data represent result in METUCrack, and the right data represent result in SBGCrack. The test results in the table are represented by a/b, where a

represents result in METUCrack, and b represents result in SBGCrack.

various types of structures. Therefore, the deployment
of the algorithm on the drone allows for wide-range
damage identification of apparent structural cracks of the
entire building structure. To achieve real-time detection
of structural surface cracks using drones, it is necessary
to carry a binocular camera to capture color information
of the structural surface and obtain depth maps to detect
crack geometry information. In addition, since the crack
detection algorithm requires high computing power,

an onboard computer needs to be integrated into the
drone to process the images captured by the binocular
camera online.

In this work, the DJI M300 RTK flight platform with
dimensions of 810 X 670 X 430 mm, with a maximum
weight of 2.7 kg was employed. Moreover, the drone appli-
cations can also be developed using drone development
kits for applications such as on-board software develop-
ment kit (SDK) (OSDK) and pay-load SDK (PSDK). The
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TABLE 4 Key parameters of ZED2

Key parameters Value
Focal length 2.2 mm
Image resolution 2K
Default FPS 15

Field angle of view 110°(H) x 70°(V) x 120°(D)

PSDK and OSDK are mainly used for secondary develop-
ment. The role of PSDK is to implement functions such
as gimbal control and camera control load coordination.
OSDK is developed to perform functions such as flight
control and obstacle avoidance of the drone.

The task of the onboard computer is to execute the PSDK
and OSDK programs, collect data from the binocular cam-
era, and process the online acquired image data online in
real-time for crack detection. Due to the high computa-
tional complexity of the various algorithms in Section 2,
the Jetson AGX Xavier is used as the onboard computer
on the drone in the experiments. The Jetson AGX Xavier
can achieve the performance of a GPU workstation on
an embedded module while consuming less than 30 W of
power, making it well-suited for edge computing. Since Jet-
son AGX Xavier uses NVIDIA GPUs, the TensorRT library
can be used for high-performance inference acceleration of
GPUs when performing model inference. The ZED2 Stereo
Camera was selected as a binocular camera for image
acquisition. The camera is equipped with an accelerom-
eter, a magnetometer, and a gyroscope and therefore has
great positioning capabilities. Other important parameters
are listed in Table 4. The data acquisition frequency of
the IMU is 400 Hz, so the accumulated error is relatively
small. The displacement is obtained by integrating twice
the acceleration data from the IMU. The onboard com-
puter, Jetson AXG Xavier, is mounted on the upper part of
the drone. A binocular camera is mounted on the lower
part of the drone through the XPort gimbal. To achieve
the pitch rotation adjustment of the binocular camera,
the XPort gimbal is used to support the binocular camera.
When the pitch rotation control is performed, the relative
angle control amount, the absolute angle control amount,
or the speed control amount must be converted into the
speed to control the rotation of the gimbal according to
the attitude and the rotation speed of the gimbal, and the
gimbal rotation is controlled according to that speed. The
overall structure of the drone, as well as the load, is shown
in Figure 7.

In the drone experiment in this paper, drone flight con-
trol is realized by calling OSDK through C programming,
and all crack detection algorithms are realized by python
based on the PyTorch framework. Besides, the crack detec-
tion and drone flight control code are run parallel on Jetson
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AGX Xavier through multi-threading, and cross-language
multi-threaded communication is realized through the
Socket library.

3.2.2 | Experiment and result

The automatic control algorithm was developed through
OSDK and deployed on the Jetson AGX Xavier. The exper-
iment was conducted in front of a building at Tongji
University.

In this experiment, the flight strategy was planned
through fixed-point navigation. First, 18 control points
are roughly set around the building, and the distance
between each control point and the building surface is
about 3 m. The OSDK is then used to control the drone
to fly over each point individually to collect images on
the building’s surface. When the drone detects a crack in
the image, the drone’s position at that time is recorded,
and the algorithm is used to automatically control the
drone using crack information to guide the drone toward
the crack. When the high-precision crack segmentation
algorithm is completed, the drone returns to the previ-
ously recorded position and moves to the next control
point. Due to the complicated environment in this experi-
ment and the errors in the result of the lightweight crack
detection algorithm, the crack information-assisted drone
flight automatic control algorithm is only activated when
more than five consecutive frames of images are identified
as cracks. Furthermore, in this experiment, the values of
Coutmaxs Cinmax> L'y, d; and o are set to 10, 50, 0.5, 0.5,
and 0.9, respectively. The value of the sliding time win-
dow changes dynamically. When the number of keyframes
is less than 10, n is equal to the number of keyframes,
and when the number of keyframes is greater than 10,
n is equal to 10. The overall drone path is shown in
Figure 11 to demonstrate the effectiveness of the crack
information-assisted drone flight automatic control algo-
rithm. In addition, the crack detection model used in the
experiments is trained using the SBGCrack dataset and
does not utilize the prior information in the experimental
environment. Higher detection accuracy can be achieved
if the model training is performed using the crack data
collected in the experimental environment.

In order to verify the effectiveness of the crack
information-assisted drone flight automatic control algo-
rithm, the high-precision segmentation model is used to
extract the edges of cracks in the two images before and
after the drone approached the building surface. The visu-
alization of the detection results is shown in Figure 12. The
calculation results of the accuracy, recall, precision, and
MIoU of crack edge extraction in the two cases are shown
in Table 5.
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FIGURE 11

Experimental results of the automatic control algorithm. The yellow line in the figure shows the drone movement route.

The red circle on the right side indicates the position of the drone before it detected the crack, and the red circle on the left side indicates the

final stable position of the drone piloted by the automatic control algorithm. The two images show what the drone captured while in the

corresponding positions.

TABLE 5 Comparison of detection results before and after
using the crack information-assisted drone flight automatic control
algorithm

Use drone flight

automatic control

algorithm Recall (%) Precision (%) MlIoU (%)

Yes 69.96 52.38 42.73

No 64.51 29.32 25.25

In order to verify the crack width measurement method
proposed in this paper, the width measurement of
millimeter-scale building surface cracks was carried out
in this experiment. A total of 19 cracks were extracted
without using the crack information-assisted drone flight
automatic control algorithm, and the average error of crack
width measurement was 2.84 mm. When using the algo-
rithm, 22 cracks were extracted with an average error of
0.48 mm. In this experiment, there were 24 millimeter-
scale cracks on the tested buildings, and the detection rate
of cracks reached 91.67%. Figure 13 shows the visualization
of the crack width measurement results, where the actual
width of all cracks and the measured width in both detec-
tion cases are shown in Figure 13a, and Figure 13b shows
the absolute error of all cracks in both detection cases.

This experiment shows that the crack information-
assisted drone flight automatic control algorithm proposed
in this paper can effectively drive the drone close to the
cracks on the building surface and obtain significantly bet-
ter results of crack geometry edge extraction as well as
crack width measurement.

However, a few millimeter-scale cracks still have not
been successfully detected in this experiment, mainly due
to the difference between the actual engineering environ-
ment and the model training dataset. In addition, through
the visualization of the detection results in Figure 13, it can
be seen that the measured width of most cracks is larger
than the actual width, partly due to the error in the depth
sensing of the binocular camera. Another primary reason
is that the high-precision crack segmentation algorithm
tends to predict the width of cracks much wider when
shooting farther away.

3.3 | Overall method experiment on the
shaking table test model

When performing crack detection on the surface of an
actual building, the drone cannot be too close to the build-
ing surface to prevent a collision. In addition, the drone
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FIGURE 12

(b)

(e)
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®

Visualization of crack edge extraction results in two cases: (a), (b), and (c) show the original image, detection result, and

ground truth when the drone is not close to the building surface, respectively, (d), (¢) and (f) show the original image, detection result, and

ground truth when the drone approaches the building surface through the crack information-assisted drone flight automatic control

algorithm, respectively.
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Visualization of the crack width measurement results: (a) shows the actual width of all cracks and measured width with

and without the crack information-assisted drone flight automatic control algorithm, (b) shows the absolute error of crack width
measurement with and without the algorithm. Among them, the “near” in the legend represents the detection result using the algorithm, and

the “far” means the detection result without using the algorithm.
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has turbulence during the flight, and the distance between
the camera and the crack is difficult to calibrate in actual
working conditions. Therefore, in practical engineering,
the detection accuracy of crack width based on the drone
is difficult to achieve the detection accuracy under ideal
shooting conditions.

This experiment aims to verify that in the actual working
conditions, the method proposed in this paper can achieve
high-precision crack width measurement in the presence
of the above difficulties. Therefore, a shaking table test
model was selected as the test building. In this experi-
ment, the flight trajectory of the drone is roughly planned
through fixed-point navigation rather than detailed plan-
ning. This is consistent with the situation that it is impos-
sible to carry out refined route planning for each building
when a large-scale inspection of buildings is performed
in actual working conditions. Therefore, the crack width
measurement results in this experiment demonstrate the
detection accuracy of the proposed method in complex
environments. Furthermore, the results of the maximum
crack width measurement are compared for two cases,
namely, with and without using the crack information-
assisted drone flight automatic control algorithm. Thus,
the effectiveness of the method proposed in this paper is
verified.

Besides, the actual maximum crack width of this exper-
iment is obtained by manual measurement, and the tool
used is a crack measuring ruler. Since the drone can-
not enter the interior of the building, all measurements
were made of surface cracks. This paper aims to perform
millimeter-scale crack detection, which is also the crack
width that needs to be focused on in actual applications.
Only cracks with a width of about 1 mm or more need to be
detected. Therefore, other cracks with a maximum width
of less than 0.5 mm are not considered in the detection
range.

3.31 | Introduction of the building

The building used in this experiment is a shaking table
test model of synchronous implementation of an engi-
neering project with a prefabricated slab of rail transit
line 11 in Chisha, Guangzhou. The original structure has
a total height of 161.5 m, including a three-story podium
with a total height of 29.2 m (including an underground
floor). The upper residential tower adopts a shear wall
structure. The overall structure system is a partially frame-
supported shear wall structure (the transfer floor is a
three-story podium). The plan size of the residential tower
is 38.9 x 32.8 m, and the plan size of the podium is about
68.95 x 81.60 m. The shaking table test model adopts a scale
of 1:10. The scaled model is shown in Figure 14.

MENG ET AL.

FIGURE 14

Shaking table test model

3.3.2 | Experiment and result

The method proposed in this paper is used to conduct auto-
mated crack detection on this building, in which the flight
of the drone is realized through fixed-point navigation. In
the crack detection on the surface of one side of the build-
ing, the drone’s route is planned through fixed-point nav-
igation to realize the automatic crack detection combined
with the crack information-assisted drone flight automatic
control algorithm. Since there are no visible millimeter-
scale cracks in the surfaces of the remaining three direc-
tions, these areas are not covered by the drone’s fixed-point
navigation. In the fixed-point navigation, 37 control points
are specified, and the distance between the control point
and the building is 2 m. The reason for choosing this dis-
tance is to simulate the actual detection situation. If the
drone is too close to the building for a long time, it is
extremely prone to collision. The schematic diagram of the
specific location of the control points and the flight trajec-
tory of the drone is shown in Figure 15. The position indi-
cated by the red arrow in Figure 15 is the position where
the drone automatically detected the crack. In this exper-
iment, the parameters of the crack information-assisted
drone flight automatic control algorithm are the same as
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FIGURE 15
fixed-point navigation and the location of the crack detected by the

The visualization of the trajectory of the

drone

those in Section 3.2, except that the target shortest distance
d, is set to 0.8 m. Furthermore, as in Section 3.2.2, the crack
detection model used in this experiment is trained using
the SBGCrack dataset and does not exploit prior informa-
tion in the experimental setting. Higher detection accuracy
can be achieved if the model is trained using crack data
collected in the experimental environment.

Since the building in this experiment is a scaled shak-
ing table test model, and due to the relatively large size of
the drone equipment, the drone cannot enter the interior of
the building. Only visible cracks on the building surface are
therefore automatically detected. The experimental results
show that the buildings used in this experiment were less
damaged and had no visible cracks in the upper half of
the structure. Additionally, several visible cracks are suc-
cessfully detected on the columns in the lower half of the
building. On the two columns at the bottom of the build-
ing, the drone successfully detected millimeter-level cracks
and automatically approached about 1 m from the surface
of the building by utilizing the crack information-assisted
drone flight automatic control algorithm, thus realizing
more accurate crack width measurement. In this exper-
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(a) (b)

FIGURE 16 The visualization of the comparison of the crack
edge detection results in two cases: (a) shows the detection results
when approaching the building surface using the crack
information-assisted drone flight automatic control algorithm, and
(b) shows the detection results when the algorithm is not utilized

iment, all cracks on the surface of the building with a
maximum width greater than 0.5 mm were successfully
detected.

In order to verify the effectiveness of the crack
information-assisted drone flight automatic control algo-
rithm, the crack width was extracted from the images taken
by the drone before approaching the building surface, and
it was compared with the final result of the crack width
measurement. It should be noted that the algorithms used
for crack width measurement in the above two cases are
the same high precision segmentation model and maxi-
mum crack width measurement algorithm introduced in
Section 2. The detection results of the maximum crack
width in the two cases are shown in Table 6, and the visu-
alization of the comparison of the crack edge detection
result is shown in Figure 16. In this experiment, the travel
distance of the drone is 78.705 m, and the total scanning
time is 186 s. All crack detection calculations are completed
during the movement of the drone. In this experiment,
the recall, precision, and MIoU of crack edge extraction
after the drone is close to the building are 63.26%, 59.11%,
and 44.00%, respectively, and only 48.88%, 26.31%, and
20.63% when the crack information-assisted drone flight
automatic control algorithm is not used.

The experimental results show that the average absolute
error of detecting the maximum crack width through the
drone at 2 m from the building surface is 2.89 mm. When
the drone is close to the building surface by implementing
the crack information-assisted drone flight automatic
control algorithm, the average absolute error of maxi-
mum crack width measurement is only 0.42 mm. This is
because when the drone is far away from the building, the
calculation error of the pixel resolution is larger, and the
high precision segmentation model has a lower detection
accuracy for the extraction of the edge of the crack.
However, in this experiment, since the drone cannot safely
navigate inside the shaking table test building, it can only
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TABLE 6 The predicted and the actual crack width of the shaking table test model (mm)
Real crack Use drone flight automatic
Crack number width Predicted crack width Error control algorithm
1 1.0 1.53 0.53 Yes
2 0.5 0.98 0.48 Yes
3 0.8 1.05 0.25 Yes
1 1.0 3.95 2.95 No
2 0.5 3.42 2.92 No
3 0.8 3.59 2.79 No

effectively detect the cracks on the outer surface of the
building instead of all the cracks in the building.

In summary, the effectiveness of the crack information-
assisted drone flight automatic control algorithm and the
automatic maximum crack width measurement accuracy
is verified. In addition, the effectiveness of the method
proposed in this paper has also been verified in practical
situations.

4 | CONCLUSION

This paper proposes an automatic crack detection method
based on a drone, including a lightweight crack seg-
mentation algorithm, a lightweight crack segmentation
algorithm, a high-precision crack segmentation algorithm,
a maximum crack width measurement algorithm, and a
crack information-assisted drone flight automatic control
algorithm. Using the method proposed in this paper can
assist the drone in path planning to approach the crack
during the crack detection process and achieve safer, more
efficient, and more accurate crack detection. Based on the
present investigation, the conclusion is summarized as
follows:

1. Through the crack detection method proposed in
this paper, crack detection can be completed in real
time during the drone’s flight, thereby improving the
efficiency of crack detection. By deploying the pro-
posed lightweight crack classification algorithm and
lightweight crack segmentation algorithm on the drone,
crack detection with an inference speed of tens of
milliseconds can be easily performed. Thus, the criti-
cal decision-making information required for the path
planning of the drone can be provided in time. In addi-
tion, the high-precision crack segmentation algorithm
proposed in this paper can further improve the MIoU of
crack edge detection without affecting the subsequent
real-time crack detection.

2. The proposed crack information-assisted drone flight
automatic control algorithm combines the crack detec-

tion results in the images with the flight control system
of the drone, allowing the drone to approach the crack
area automatically and improve the crack detection
results with higher accuracy. The proposed method
is tested on a two-story building and a large shaking
table test building. Observation of the flight path and
captured images proved that it is possible to automat-
ically locate the crack region and control the drone
near the crack. In addition, the detection results of two
experiments show that by using the crack information-
assisted drone flight automatic control algorithm pro-
posed in this paper, the MIoU of crack geometric edge
detection and the accuracy of crack maximum width
measurement are greatly improved. The effectiveness
of the crack information-assisted drone flight automatic
control algorithm has been verified;

3. A maximum crack width measurement algorithm has
been proposed to obtain a quantitative measure of crack
width. The proposed method is verified on a large
shaking table test building. In the non-ideal shooting
environment based on a drone and the actual shooting
environment without distance calibration, the absolute
error of crack width measurement results on the two-
story building and the shaking table test building is
0.48 mm and 0.4 mm, respectively, which shows that
the method proposed in this paper has the ability to
detect small cracks in practical and complex situations.
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